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ABSTRACT

Cities are well known to be hotter than the rural areas that surround them; this phenomenon is called the

urban heat island.Heat waves are excessively hot periods duringwhich the air temperatures of both urban and

rural areas increase significantly. However, whether urban and rural temperatures respond in the sameway to

heat waves remains a critical unanswered question. In this study, a combination of observational and mod-

eling analyses indicates synergies between urban heat islands and heat waves. That is, not only do heat waves

increase the ambient temperatures, but they also intensify the difference between urban and rural temper-

atures. As a result, the added heat stress in cities will be even higher than the sum of the background urban

heat island effect and the heat wave effect. Results presented here also attribute this added impact of heat

waves on urban areas to the lack of surface moisture in urban areas and the low wind speed associated with

heat waves. Given that heat waves are projected to become more frequent and that urban populations are

substantially increasing, these findings underline the serious heat-related health risks facing urban residents in

the twenty-first century. Adaptation and mitigation strategies will require joint efforts to reinvent the city,

allowing for more green spaces and lesser disruption of the natural water cycle.

1. Introduction

Heat waves (HWs) are among the deadliest natural

disasters: the 2003 European episode is estimated to

have resulted in up to 70 000 deaths on the continent

(Robine et al. 2008). The Intergovernmental Panel on

Climate Change projects that the frequency of HWs is

likely to increase over most land areas in the twenty-first

century (Solomon et al. 2007). In the United States,

HWs are expected to become more intense, more fre-

quent, and longer lasting (Meehl and Tebaldi 2004).

Epidemiological studies have found a 4.5% increase in

mortality risk for every 18C increase in heat wave in-

tensity, and a 0.38% increase for every 1-day increase in

heat wave duration in the United States (Anderson and

Bell 2011). Cities are more vulnerable to heat waves

than rural areas because of the preexisting urban heat

island (UHI) effect; that is, cities are generally warmer

than the surrounding rural areas (Oke 1982; Grimmond

2007). In addition, more than 50% of the world pop-

ulation is currently living in cities, and this percentage is

projected to continue growing rapidly (Grimm et al.

2008). This combination of anthropogenic and natural

factors makes the temperature response to heat waves in

cities of great importance for human health and well-

being.

There is no unified definition of a heat wave (Meehl

and Tebaldi 2004); in this study, a heat wave is identified

as a sustained period of excessively hot days during

which the temperature is significantly higher than the

average climatological mean. A heat wave typically re-

sults from large-scale, stagnant, high pressure systems

that produce a temporal temperature anomaly for an

entire region; therefore, heat waves increase the air tem-

perature and, concomitantly, the surface temperature for

both urban and rural areas. On the other hand, the UHI

is recognized as a local effect, which is primarily due to

the characteristics of urban terrain, including lower albedo

(partially due to radiative trapping effects), higher heat

capacity, limited green spaces, and significant anthropo-

genic heat releases (Oke 1982). The UHI thus produces

a permanent spatial temperature anomaly concentrated
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over cities, whose strength is measured by the so-called

UHI index DT, defined as the difference between the ur-

ban and rural air (or surface) temperatures.

Potential interactions or synergies between the two

phenomena, which determine whether the UHI index

will be intensified or weakened by HWs, remain elusive

and that is despite the substantial and extensive impli-

cations of such interactions. There are a number of

physical attributes of UHIs and HWs that might

shed some light on the possible ways in which they can

interact:

1) Heat waves could strengthen secondary circulations.

The hotter air over the city tends to rise, drawing

cooler air from the surrounding areas and acting as

a negative feedback on the UHI strength (Ohashi

and Kida 2002; Hidalgo et al. 2010). For coastal

cities, since the sea surface temperature is steady, the

higher urban surface temperatures during heat waves

may significantly intensify these secondary circula-

tions and lead to cooling by sea breeze (Lebassi et al.

2009, 2011).

2) Heat waves resulting from persistent high pressure

anticyclones are usually associated with low wind

speeds (Ackerman and Knox 2012). At low wind

speeds, the UHI effect is expected to be stronger due

to the reduced advective cooling by low-temperature

air from surrounding rural areas. Reduced wind

speed is thus a likely synergistic factor that can

exacerbate the combined UHI and heat wave effects

(Oke 1982). However, reduced wind speed also

reduces the magnitude of the surface heat flux over

cities so its indirect effects on air temperature may

result in negative feedbacks that offset the reduced

advective cooling.

3) Higher surface temperatures during heat waves will

shift the incoming radiative energy partitioning [Eq.

(1)] at the surface in favor of more evapotranspira-

tion (LE) and more ground/stored heat flux G

(Bateni and Entekhabi 2012), following the surface

energy budget equation (written for an infinitesi-

mally thin layer at the surface–atmosphere interface

rather than for the whole urban layer):

Rn 5H1LE1G . (1)

In Eq. (1), Rn is the net radiation (this is the driving

energy flux at the earth surface), H is the sensible

heat flux from the surface to the adjacent air, LE is

the latent heat flux into the atmosphere from evapo-

transpiration, and G is the heat flux into the ground

surface. All variables are in units of watts per square

meter. The potential increase in evaporation during

heat waves will reduce the sensible heat fluxH, which

is the main heat source for warming the air and

producing the UHI effect. However, this reduction

will be more efficient in rural areas due to the higher

availability of surface moisture, thus potentially in-

creasing the urban–rural contrast in surface and air

temperatures. As for the increased stored heat G, it

will be released during nighttime or on subsequent

days, thus changing the timing of peak temperatures.

In essence, the first and second interaction hypotheses

are linked to wind speed effects, while the third is tied to

the moisture availability difference between urban and

rural surfaces. The second and third interaction hypoth-

eses lead to synergistic interactions that exacerbate the

heat stress in cities, as illustrated in Fig. 1. The question of

which interactions will dominate remains open, but ex-

tremely critical (Basara et al. 2010; Tan et al. 2010; Zhou

and Shepherd 2010; Fischer et al. 2012). In this study,

the interactions between the UHI effect and a heat

wave event (from 7 to 10 June 2008) in the Baltimore,

Maryland–Washington, D.C., metropolitan area are stud-

ied using a unique combination of approaches. For the first

time, we are able to identify the dominant mechanisms

connectingHWs andUHIs, and to elucidate the physical

processes controlling them. High-resolution mesoscale

weather simulations, remotely observed land surface

skin temperatures, and in situ air temperature measure-

ments are combined to test the following hypothesis:

UHIs and HWs interact synergistically and nonlinearly

to produce heat stress conditions in cities that are more

adverse than a simple addition of the two effects, thus

significantly increasing the vulnerability of cities toHWs

and climate change. Finally, a simple analytical model,

based on a balance between horizontal advection and

vertical turbulent diffusion, and coupled to the surface

energy budgets [Eq. (1)] over urban and rural areas, is

developed to capture the main interactions and to gen-

eralize the findings to other heat waves and other urban

areas. The analytical model captures the impact of wind

speed, surface available moisture, and surface available

FIG. 1. Synergistic interactionmechanisms between theUHI and

HWs, which aremainly related to the reducedmoisture availability

in urban areas and the reduced wind speed during heat waves.
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energy on the urban microclimate during a heat wave.

Other urban processes such as anthropogenic heat emis-

sions (Sailor 2011) and the additional reduction in wind

speed due to higher urban surface roughness (Bou-Zeid

et al. 2009) are also very important for urban microcli-

mates and thermal comfort, but their impacts are not

significantly affected by the presence of a heat wave and,

thus, for the purpose of the diagnostic analytical model,

we consider them to be part of the background UHI.

2. Research methods: Models and observational
datasets

a. WRF model description and setup

In this study, the Weather Research and Forecasting

(WRF) model (Skamarock and Klemp 2008) is used to

study the urban heat island effect throughout a heat

wave period. The WRF model is a mesoscale numerical

weather prediction system that has been extensively used

to study urban micrometeorology and hydrometeorol-

ogy due to its nesting capability, which allows high-

resolution simulations, and due to the coupled urban

canopy models available inWRF (Chen et al. 2011). The

current single-layer urban canopy model (UCM), cou-

pled with the Noah land surface model in WRF, can

represent three types of urban facets (roof, wall, and

ground). In addition, theWRF–Noah–UCM framework

distinguishes three urban categories: low-density resi-

dential, high-density residential, and commercial. For

each urban category, a certain fraction of vegetated

surfaces in an urban grid cell is assigned: 50% for low-

density residential, 10% for high-density residential, and

5% for commercial; the remainder is the built fraction.

The UCM has been shown to be critical for repro-

ducing the correct surface temperature patterns and air

temperatures in the urban areas (Zhang et al. 2011). As

such, and before performing the simulations shown be-

low in section 3, we implemented an improved UCM

into WRF, which is more accurate than the default

available option due to 1) its ability to simulate subfacets

consisting of different materials (ground surface, e.g.,

can be a combination of asphalt, concrete, and urban

grass); 2) its more realistic representation of hydrologic

processes in the urban canyon, which are very critical to

the performance of urban models (Grimmond et al.

2010, 2011); and 3) its use of urban material properties

calibrated for the northeastern United States. The full

details of the new UCM and the material properties cal-

ibration can be found in Wang et al. (2011a,b, 2012).

The WRF simulations in this work are performed over

the Baltimore–Washington metropolitan area using three

nested domains with horizontal grid spacings of 9, 3, and

1km. As shown in Fig. 2, the largest domain (d01) covers

most of the northeastern United States; d02 includes

FIG. 2. The land-cover map, theWRF domains, and the observational sites over the study area. The black square

centered over Baltimore is the area within which spatially averaged urban and rural air/surface temperatures are

computed based on the underlying land-use category (water surface excluded).
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Delaware, most of Maryland, and parts of West Virginia

andVirginia; andd03 covers theBaltimore andWashington

metropolitan areas. All the analyses are conducted using

simulated results from d03. For instance, the spatially av-

eraged urban air/surface temperatures are the averaged

air/surface temperatures over all urban pixels over Balti-

more in d03. The three domains have 100, 121, and 121

horizontal grid cells, respectively, in both the x and y di-

rections. In the vertical direction, 109 grid cells are used in

order to resolve the boundary layer structure. The initial

and boundary conditions are taken from the North Amer-

ican Regional Reanalysis (details can be found online at

http://www.emc.ncep.noaa.gov/mmb/rreanl/ and on http://

dss.ucar.edu/datasets/ds608.0/), and the simulations are all

started at 0000UTC2 June 2008 and ended at 0000UTC18

June 2008, with an output frequency of 2h. The land-use

map is taken from the National Land Cover Data (NLCD)

for 2006 (Fry et al. 2011), which includes the three urban

categories that are needed by the UCM. Some other

physical parameterization schemes that are selected andnot

changed include 1) the Rapid Radiative Transfer Model

scheme for longwave radiation, 2) the Dudhia scheme

for shortwave radiation, 3) the 2D Smagorinsky scheme

for horizontal diffusion, 4) the Noah land surface

model, and 5) the Mellor–Yamada–Janji�c planetary

boundary layer scheme. Cumulus parameterization was

not used for any of these domains since even the largest

grid size is less than 10 km and there is no rainfall during

the simulation period. In addition, one-way nesting is

used since all analyses focus on d03.

In this study, 2-m air temperature and surface tem-

perature are investigated. Air temperature at 2m is

widely recognized as a key indicator for the UHI effect

since it can directly influence human comfort, while sur-

face temperature is an equally important indicator due to

its contribution to the radiative component of thermal

comfort. Both also have a direct impact on building en-

ergy consumption. Nonetheless, the urban heat island

index is different depending on whether the air or surface

temperature is used. To provide a comprehensive un-

derstanding of the interactions between urban heat is-

lands and heat waves, both air temperature and surface

temperature are examined in our analysis. In addition, we

define the daytime-averaged temperature at a given lo-

cation as the mean value of air temperatures above the

50th percentile during a given day, and the nighttime-

averaged temperature as the mean value of air temper-

atures below the 50th percentile. The WRF-simulated

air/surface temperature contrasts between urban and rural

areas are spatially averaged over the Baltimore metro-

politan area (part of d03; see Fig. 2) in order to provide

a broader and more spatially representative compari-

son. The urban and rural areas are identified using the

dominant land-use category in the WRF grid cells. The

urban areas include grid cells that are dominated by any

of the three urban categories, while rural areas are those

dominated by other types of surfaces (not including

water surfaces).

b. Observational datasets andWRFmodel evaluation

First, the 2-m air temperatures from WRF are vali-

dated using measurements from the Automated Surface

Observing System sensors (http://www.nws.noaa.gov/asos/)

at the Maryland Science Center (DMH) in downtown

Baltimore and at the Baltimore/Washington Inter-

national Airport (BWI). The locations of the two sites

can be found in Fig. 2. Based on the NLCD2006 data-

set, the grid cell that DMH is located in has a large

urban surface fraction. The fractions of low-density

residential, high-density residential, and commercial

urban surfaces at the DMH site are 4%, 39%, and 42%,

respectively. The rest is water surface (15%). The BWI

meteorological station, on the other hand, lies in a grid

cell with a significant portion of low-density residential

urban land (35%), but is dominated by deciduous broad-

leaf forest (40%). The BWI site also has 10% deciduous

needleleaf forest. As such, the DMH and BWI sites

broadly represent an urban site and a suburban–rural site,

respectively.

Figure 3 compares the WRF-simulated 2-m air tem-

peratures to the observations at the DMH and BWI

sites. This temperature is measured directly by the me-

teorological stations, while in WRF it is a diagnostic

output (the lowest grid point in WRF is at about 25m).

TheWRFmodel with the newUCM reproduces the 2-m

air temperature fairly accurately. This is consistent with

previous studies that also reported that WRF can ade-

quately simulate the diurnal cycle of 2-m air tempera-

ture (Zhang et al. 2011; Talbot et al. 2012; Li et al. 2013).

The mean biases are21.6 and21.2K for the DMH and

BWI, respectively. The root-mean-square errors (RMSEs)

are 2.2 and 2.0K, respectively. Although some biases are

observed in the WRF-simulated 2-m air temperature,

the biases are generally of the same sign for urban and

suburban–rural sites and will hence partially cancel each

other when the urban–rural differences are computed.

Consequently, theWRFmodel with the improvedUCM is

an adequate tool for investigating the urban–rural con-

trasts of air temperature (i.e., the urban heat island effect).

In Fig. 4, the surface temperature map produced by

WRF is compared with the Moderate Resolution Imag-

ing Spectroradiometer (MODIS) satellite observations;

this analysis is similar to those by Leroyer et al. (2011)

and Zhang et al. (2011). The MODIS product used in

our study is the MYD11A1 version-5 level-3 land sur-

face temperature product. TheMODIS-measured surface
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skin temperature is available twice a day: once during

daytime and once during nighttime. Here, we choose to

use the MODIS-measured daytime surface temperature

(around 1255 local solar time) on 9 June because of the

good data quality resulting from clear skies. As can be

seen in Fig. 4, the WRF model with the improved UCM

can reproduce the surface temperature pattern observed

by the satellite reasonably well. The improvements over

simulations with the default UCM, not shown here, are

significant (see also Zhang et al. 2011). The differences

between WRF-simulated and remotely sensed land sur-

face temperatures are less than 28C for all land-use cate-

gories that cover at least 5% of domain 3 (not shown);

these biases are comparable to the uncertainty of the

MODIS land surface temperature product (Wan 2008).As

a result, the WRF-simulated land surface temperatures

are considered sufficiently accurate for our analyses.

c. An analytical model

To unravel the physical mechanisms that are respon-

sible for the interactions between urban heat islands and

heat waves, a simple analytical model is developed in

this study. The analytical model is based on previous

work by Yeh and Brutsaert (1971a,b) that solves the

turbulent heat and water vapor transfer between a water

surface of limited extent and the atmosphere. Our model

examines heat and water vapor exchanges between the

urban surface and the atmosphere in a two-dimensional

domain by coupling the surface energy budget with sim-

plified advection-diffusion equations for thermal energy

FIG. 3. Comparison betweenWRF-simulated and observed 2-m air temperatures at (a) DMH and (b) BWI for the

period from 5 to 14 June.

FIG. 4. Comparison between (a) MODIS-observed land surface temperature (8C) and (b) WRF-simulated

temperature at 1755 UTC (1255 local solar time) on 9 Jun 2008.
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and water vapor in the atmosphere. It assumes a constant

wind speed and models cooler rural air as it is advected

over an urban area that has a different surface energy

budget due to the difference in the thermal and hydro-

logical surface properties. These urban surface properties

reduce their ability to store surface water and increase

their ability to store thermal energy. The advected air is

thus heated over the city by the increased sensible heat

flux [termH in Eq. (1)], which results in an urban thermal

boundary layer (as conceptually depicted in Fig. 1). The

final equations and findings of the model are reported in

a later section, the full details and derivations are in-

cluded in the appendix, and MATLAB code is provided

online in the supplementary material of the paper.

3. Results

In this section, we examine the difference between

urban and rural temperatures (i.e., the urban heat island

effect) using observational datasets, the WRF model,

and the analytical model.

a. Observational analyses

The 2-m air temperatures measured at DMH in down-

town Baltimore and at BWI in the suburbs of Baltimore

are presented in Fig. 3. Here, we primarily examine the

differences in the daytime- and nighttime-averaged air

temperatures between the DMH and BWI sites, which

represent the urban heat island effect and are shown in the

bottom panel of Fig. 5. The top panel of Fig. 5 is a direct

comparison between the 2-m air temperatures at DMH

and BWI (reproduced from Fig. 3). As can be seen from

Fig. 5, the heat wave event lasts from 7 to 10 June: the

maximum daytime air temperatures at the urban and

suburban/rural sites are 58–108C larger during the heat

wave period than before or after. The large-scale weather

conditions for the heat wave event indicate that it was

primarily caused by a stagnant high pressure system that is

centered over Georgia and South Carolina during 7–10

June 2008 (not shown). The impacts of the heat wave

conditions extend farther north and significantly affect the

Baltimore area.

The trends in the bottom panel of Fig. 5 illustrate that,

during the heat wave period, the daytime and nighttime

UHI indices are both enhanced significantly compared

to the period before the heat wave, implying synergistic

interactions between the urban heat island and the heat

wave. The urban heat island effect at night is invariably

larger than its daytime counterpart, which is consistent

with previous observational (Oke 1982) and modeling

studies (Oleson et al. 2011; Fischer et al. 2012). This is

due to larger daytime heat storage in urban areas than

in rural areas (the WRF simulations discussed next

indicate that the daily averaged ground heat flux term in

urban terrain exceeded its rural counterpart by about

5Wm22); this stored heat is subsequently released

during nighttime (Oke 1982; Oleson et al. 2011; Fischer

et al. 2012). This higher heat storage capacity in urban

areas is also the cause of the lag in the peak of the

nighttime temperature difference, which occurs after

the heat wave period on 12 June. Inspection of the air

temperatures at the two sites (Fig. 5, top) reveals that,

after the heat wave period, the nighttime temperature in

rural areas drops more rapidly and substantially than in

the urban areas, which continue to be heated by the

energy stored in the ground.

b. Spatially averaged numerical analyses

A broader and more spatially representative compar-

ison was then conducted using high-resolution numerical

simulations with WRF, where air/surface temperature

contrasts between urban and rural areas are quantified.

The daily, daytime-, and nighttime-averaged 2-m air

temperature differences between the urban (spatially

averaged over all urban grid cells in Baltimore; see Fig. 2)

and rural (spatially averaged over all rural grid cells in

Baltimore; see Fig. 2) areas are presented in Fig. 6. The

contrasts in the 2-m air temperature between urban and

rural areas evidently confirm that the UHI is amplified

during the heat wave period relative to the preceding and

following periods. The 2-m air temperature comparison

FIG. 5. (top) The 2-m air temperatures measured at DMH

and at BWI in Baltimore MD. (bottom) The difference between

the urban and rural air temperatures, i.e., the UHI index DTa,

for daytime and nighttime. The heat wave event lasts from 7 to

10 Jun.
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also indicates that the nighttime UHI during the heat

wave period is slightly stronger than the daytime UHI.

The spatially averaged simulation results are hence in

good qualitative agreement with the single-point obser-

vations in Fig. 5, despite the significant differences in their

characteristic spatial scales. Nonetheless, some differ-

ences are also seen between spatially averaged numerical

analyses and single-point observational analyses. For

example, in the spatially averaged numerical analyses,

the daytime UHI is slightly stronger than the nighttime

UHI preceding and following the heat wave period.

The spatially averaged surface temperatures simu-

lated by WRF are shown in the top panel of Fig. 7 and

the urban–rural differences are shown in the bottom

panel. The UHI effect based on surface temperature is

fairly constant before the heat wave period and starts to

increase as the heat wave begins. It reaches its maximum

shortly after the event rather than during the heat wave

period. This phase shift in the peak UHI index based on

surface temperature is again a signature of the larger

heat storage in the urban canopy and ground than in the

rural areas. Figure 8 shows the urban (Gu) and rural (Gr)

ground heat fluxes and the daily averaged urban–rural

ground heat flux differences (DG5Gu – Gr). As can be

seen from Fig. 8, the ground heat flux in urban areas has

a much larger diurnal cycle due to the large heat storage

capacity of urban areas. Before 10 June, the daily av-

eraged ground heat flux differences are always positive,

implying that urban areas are storing more heat than the

rural areas; this results in a larger urban surface tem-

perature as well as a continuously increasing surface

temperature-based UHI index. Toward the end of the

heat wave event, the daily averaged ground heat flux

differences are close to zero, indicating that urban areas

and rural areas store the same amount the heat and

hence the UHI index is maintained constant. By 13 and

14 June, the daily averaged ground heat flux difference

becomes negative and the UHI index starts to decrease.

The negative daily averaged ground heat flux difference

on 10 June is responsible for a slight decrease in theUHI

index observed on 11 June. This lag in DG drives and

explains the lag (phase shift) in the surface temperature-

based UHI index.

FIG. 6. The 2-m air temperature differences between the urban

and rural areas around Baltimore simulated by WRF. The tem-

perature differences are boosted during the heat wave period.

FIG. 7. (top) Urban and rural surface temperatures around

Baltimore simulated by WRF. (bottom) Urban and rural surface

temperature differences (DTs) simulated byWRF andmeasured by

MODIS.

FIG. 8. (top) Urban (Gu) and rural (Gr) ground heat fluxes

around Baltimore simulated by WRF. (bottom) Daily averaged

urban–rural ground heat fluxes differences (DG) simulated by

WRF.

SEPTEMBER 2013 L I AND BOU -ZE ID 2057



To corroborate these findings based on WRF, satellite-

measured land surface temperatures from MODIS on

7, 9, 11, and 12 June are also used. The same criterion is

applied for MODIS-observed land surface tempera-

ture to separate urban surface temperature from rural

temperature and the same averaging procedure is

employed. As confirmed by the black squares in the

bottom panel of Fig. 7, the post–heat wave period (11

and 12 June) has a larger surface temperature difference

between urban areas and rural areas compared to the

heat wave period (7 and 9 June). The increase in the

UHI index based on surface temperature simulated by

WRF is in very good agreement with the one measured

by MODIS, which is consistent with our validation re-

sults (Fig. 4). We should stress, however, that the sim-

ulated urban and rural surface (and air) temperatures

reach their maxima during the heat wave period and this

period remains the riskiest for human health. It is the

difference between urban and rural surface tempera-

tures that reaches its maximum toward the end of or

slightly after the heat wave period due to high heat

storage in urban terrain. This heat storage is a serious

adverse effect since it can potentially extend extreme

heat conditions in urban areas, which as presented ear-

lier in the paper increases themortality risk by 0.38% for

each additional heat wave day.

c. An analytical model

The measurements and modeling results presented so

far point to a significant exacerbation in thermal comfort

conditions in cities during heat waves, exceeding the

linearly combined deterioration resulting from separate

heat waves and urban heat islands. This indicates that, in

a warming future climate, the urban population (espe-

cially the most vulnerable groups such as the elderly and

the poor who have no access to air conditioning) will be

at a great risk of heat-related mortality and morbidity.

But an open question remains as to whether these

findings are unique to Baltimore and to this heat wave,

or are more general. A related question concerns the

physical processes that are driving this synergistic

interaction, which, if elucidated, can help in designing

mitigation strategies. To address these questions, we

develop a simple analytical model that includes the

main physical processes that can contribute to the syn-

ergistic interaction observed and simulated between

UHIs and HWs.

As introduced before, the model solves simulta-

neously for the heat and water vapor transfer between

an urban surface and the atmosphere, coupled with the

vertical turbulent transport and horizontal mean ad-

vection of heat and water vapor in the air following the

approach of Yeh and Brutsaert (1971a,b). The urban

temperatures are calculated given the conditions over

upwind rural areas (including rural surface temperature

and surface moisture availability), the prevailing wind

speed, and the urban surface properties. The final ex-

pression of the model, whose development is detailed in

the appendix, yields the following representation for the

UHI index DT:

UHI5Tu(x, z)2Tr(z)5 (12bu/br)Trs
* f1(x, z)

1 g(u10)(Qu 2Qr)f2(x, z) , (2)

where Tu(x, z) is the urban temperature (K) as a func-

tion of the along-wind direction x and the vertical di-

rection z (0, x, xu is the urban area; x, 0 and x. xu is

the rural area; z5 0 is the surface);Tr is the upwind rural

temperature (K), which is only a function of height z;

and bu and br are the ratios of actual surface specific

humidities divided by the saturated surface specific

humidities for the urban and rural surfaces (at the cor-

responding surface temperatures following the Clausius–

Clapeyron relation), respectively. These ratios range

from 0 to 1 and represent the moisture availability of

urban and rural surfaces, a value of 1 indicating a wet

surface. In Eq. (2), Trs* 5 qrs/(cp/Ly 1 abu), where qrs is

the actual rural (background) surface specific humidity

(kg kg21), cp is the specific heat capacity of air at con-

stant pressure (J kg21K21), Ly is the latent heat of va-

porization of water (J kg21), and a is the derivative of

the saturated specific humidity with respect to tempera-

ture at T 5 Trs. The quantity g(u10) is a positive function

that depends on, and decreases with, the mean wind

speed at the reference level of 10m, u10 (m s21);Qu –Qr

is the difference in available energy (Q 5 Rn – G) be-

tween urban and rural areas; and f1(x, z) and f2(x, z) are

functions that are only dependent on locations x and

z and that come from the coupled solution of the

advection–diffusion equations describing this prob-

lem. Full details about the derivation of this model

are included in the appendix.

FromEq. (2), one can note that theUHI index has two

primary determinants: the first comes from the moisture

availability ratio between the urban (bu) and rural (br)

areas [first term in Eq. (2)]; the second comes from

a combination of wind speed effects through g(u10) and

the available energy difference between the urban and

rural areas (Qu –Qr) [second term in Eq. (2)]. With this

model, the role and magnitude of the three possible in-

teractions between HWs and UHIs described in the

introduction can be unraveled. The model yields the

UHI index as a function of height and horizontal lo-

cation and can predict the changes in UHI intensity

for slightly strengthened local wind speeds due to
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secondary circulations, lower regional wind speeds

during heat wave periods, and various differences in

surface water availability. The effects of differences in

urban and rural albedos can also be investigated through

the available energy difference (Qu – Qr).

The dependence of the UHI index, for 2-m air tem-

perature averaged over a 10-km urban patch representing

a midsize city comparable to Baltimore, on the moisture

availability difference (bu/br), the wind speed (u10), and

the available energy difference (Qu – Qr) is illustrated in

Fig. 9. One can note the following:

1) The UHI index is positively correlated with the

available energy difference (Qu –Qr), as can be seen

from the left panel of Fig. 9. Typical values of the

difference in available energy between the urban and

rural surfaces (Qu – Qr) were obtained from WRF

and they range from 2100 to 100Wm22. Positive

available energy differences usually occur during the

nighttime when the urban surface is releasing all the

heat stored during the day and evapotranspiration is

close to zero over both urban and rural surfaces. This

is consistent withmany previous studies that describe

the UHI as mainly a nighttime phenomenon (Oke

1982; Oleson et al. 2011; Fischer et al. 2012). During

the day, and despite a negative energy difference

(more available energy over rural terrain), the UHI

index remains positive due to the energy partitioning

that results in higher sensible heat fluxes H (and

lower latent heat fluxes) over the dry urban area.

2) The wind speed impact on the urban heat island

effect is dependent on the available energy differ-

enceQu –Qr, as illustrated in the left panel of Fig. 9.

When the available energy difference (Qu – Qr) is

negative (usually occurs during daytime when the

urban areas are storing a lot of energy and Gu is

high), the air temperature difference increases with

increasing wind speed. In this case, the wind speed

effect here ismainly to increase the urban-atmosphere

energy exchanges; therefore, increasing wind speed

exacerbates the UHI effect. When the available

energy difference (Qu – Qr) is positive, during the

nighttime, the air temperature difference increases

with decreasing wind speed, as can be seen in both

panels of Fig. 9. Reduced advective cooling is the

dominant effect of reduced wind speeds in this case.

Consequently, the lower wind speed associated with

heat waves is particularly detrimental to the urban

microclimatology at night when it acts as a synergistic

factor that also exacerbates the urban heat island

effect.

3) Because of the moisture limitation in urban areas, bu

will be generally smaller than br. It can be seen from

the right panel of Fig. 9 that smaller bu/br ratios favor

more intense UHIs in urban areas. Furthermore, as

the temperature increases (i.e., as the heat wave sets

in), the saturated surface specific humidities (which

are nonlinear functions of surface temperatures) will

increase over both urban and rural areas. The actual

specific humidity over the urban area will be moisture

FIG. 9. Averaged air temperature differences (8C) at 2m between urban and rural areas as functions of the

wind speed (u10) and (right) the moisture availability difference (bu/br), and (left) the available energy difference

(Qu – Qr), produced by the analytical model [Eq. (2)] over an urban surface 10km in length, representing Baltimore.

Detailed model inputs are discussed in the appendix.
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limited due to the dry impervious surfaces and the

spatially averaged bu will decrease significantly, while

the actual specific humidity over the wetter rural area

will be able to rise with the rising saturated value (thus

favoring evaporation and acting as a negative feed-

back to the rising temperatures over rural terrain) and

br will remain unchanged or increase slightly [see

theoretical and observational results of Bateni and

Entekhabi (2012)]. Consequently, bu/br will decrease

and the UHI effect will be exacerbated during heat

waves. A reasonable indicator for moisture limitation

in urban areas, relative to rural areas, is the impervi-

ous surface fraction, assuming that vegetated urban

areas behave like rural ones while impervious surfaces

hold no moisture. The impervious surface fraction of

Baltimore calculated from WRF is 0.55 (used as the

baseline value for bu/br in the left panel of Fig. 9). As

can be seen from the right panel in Fig. 9, when the

moisture availability in urban areas is low (e.g., when

bu/br , 0.7), the effects of wind speed are diminished

and the UHI index is dominated by bu/br. Comparing

the different effects (i.e., the moisture availability

difference, available energy difference, and the wind

speed effect) reveals that the UHI is most sensitive to

the moisture availability difference, which always acts

as a synergistic interaction factor between urban heat

islands and heat waves. This is in qualitative agreement

with the results of Fischer et al. (2007), who observe,

using climate simulations, that the limitation of evap-

oration is the major factor that amplifies temperature

extremes and increases the number of hot days over

Europe during four recent heat waves.

This analytical model is designed to more funda-

mentally explain the interactions between urban heat

islands and heat waves without invoking high-resolution

numerical simulations or observational datasets. It cap-

tures the key physical processes that are responsible for

the synergies between the two phenomena, namely, the

moisture and energy availability differences and the wind

speed effect.

4. Conclusions and discussion

In this study, the interactions between urban heat is-

lands and heat waves are investigated using a combina-

tion of observational, numerical, and analytical analyses.

The urban heat island effect as defined on the basis of 2-m

air temperature and surface temperature during a heat

wave event (7–10 June 2008) over the Baltimore area is

quantified. Both observations and WRF simulations in-

dicate that the urban heat island effect is amplified dur-

ing the heat wave period. An analytical model is then

developed to unravel the physical mechanisms that are

responsible for the interactions between urban heat is-

lands and heat waves. The model results indicate that the

shift of the surface energy partitioning toward higher

evaporation is a significant mitigation mechanism during

heat waves in rural areas [as in Bateni and Entekhabi

(2012)], but it is hindered in urban areas by the lack of

vegetation and surfacemoisture. This largely explains the

increase in UHI indices during heat waves. Other factors

such as the decreasing wind speed during heat wave

conditions also contribute to the synergistic interactions.

The most striking general finding of this study is that,

not only do heat waves increase the absolutemagnitudes

of urban and rural temperatures, but more critically,

they synergistically interact with urban heat islands to

intensify the difference between the urban and rural

temperatures and thus result in higher heat-related im-

pacts in cities. Considering the rural area as a reference,

urban populations are already living in a hotter envi-

ronment due to the urban heat island effect. The syn-

ergistic interactions between heat waves and urban heat

islands exacerbate the hostile micrometeorological con-

ditions in cities.

Urban areas are emerging as the nexus of the energy,

water, health, and climate challenges facing humanity in

this century and beyond. This study illustrates these

intersecting challenges and raises some significant con-

cerns about the ability of current cities to deal with future

risks. With the predicted intensification and lengthening

of heat waves under a changing climate, city residents will

be at a significantly higher health risk than their rural

counterparts. With increasing urban populations and ex-

treme heat events, the stress on electric grids designed for

lower loads is also going to increase significantly. Black-

outs during heat waves can be especially devastating given

the reliance of a large fraction of the population on air

conditioning during such events. Adaptation and mitiga-

tion strategies, such as green/cool roofs and green spaces,

are therefore critically needed in order to reduce the ad-

verse health and other impacts related to the heat stress

induced by interacting urban heat islands and heat waves.

Vegetation restores moisture availability in urban areas

and reactivates the negative feedback on urban temper-

atures associated with evaporation. White roofs and re-

flective pavements reduce the available energy in urban

areas and thus can also help alleviate the urban heat island

effect.

The limitations of this study that are important to

appreciate are related to the observational analysis that is

mainly based on measurements from two sites and to the

simulation of a single heat wave event. While the ana-

lytical model aims to generalize the findings by unravel-

ing the physical mechanisms dominating UHI strength
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during heat waves, future work involving more observa-

tional datasets and considering more HW events to con-

firm these synergistic interactions would be valuable. The

analytical model can also be further improved to explic-

itly represent heat storage and release in urban and rural

surfaces (thus requiring only incoming long- and short-

wave radiation as inputs) and to include urban anthropo-

genic heat releases without compromising the analytical

nature of the model. With such improvements, the model

would become a general UHI model that would be valu-

able even during periods without heat waves.
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APPENDIX

Analytical Model Description and Setup

The model we develop here is based on a previously

proposed analytical model that simultaneously solves

for the turbulent heat and water vapor transfer between

a surface of limited extent and the atmosphere (Yeh and

Brutsaert 1971a). The original model considers a limited

water surface, but here we modify it for application to

a limited urban surface. The revisedmodel examines the

urban surface heat and water vapor exchanges with the

atmosphere by coupling the surface energy budget with

simplified equations for thermal energy and water vapor

transport in the atmosphere. The urban surface–air

temperatures and specific humidities are hence calcu-

lated given the upwind conditions over rural areas, in-

cluding rural surface temperature and surface moisture

availability, the prevailing wind speed, and the urban

surface properties. MATLAB code for this analytical

model is provided online in the supplementary mate-

rial to this paper (http://dx.doi.org/10.1175/JAMC-D-

13-02.s1).

The analytical model considers a two-dimensional do-

main (with a streamwise coordinate x and a vertical

coordinate z) and a sudden change in the surface moisture

and temperature conditions at x5 0. By assuming station-

arity and ignoring differences in the wind speed between

the urban and rural surfaces due to potential changes in

surface roughness, the governing conservation equations

for heat and water vapor can be reduced to two simple

advection–diffusion equations:

u
›T

›x
52

›w0T 0

›z
and (A1)

u
›q

›x
52

›w0q0

›z
, (A2)

where u is the streamwise (x direction) velocity, w is the

vertical (z direction) velocity, T is the temperature, and

q is the specific humidity. The overbars indicate the

Reynolds averages and the primes indicate turbulent

excursions from the Reynolds averages (Stull 1988).

Invoking a first-order closure model for the turbulent

fluxes w0T 0 and w0q0 yields

u
›T

›x
5

›

›z

�
Kh

›T

›z

�
and (A3)

u
›q

›x
5

›

›z

�
Kq

›q

›z

�
, (A4)

where Kh and Kq are turbulent diffusivities for tem-

perature and water vapor, respectively (Stull 1988).

Furthermore, it is assumed that temperature and water

vapor are transported by turbulence with the same ef-

ficiency (Li and Bou-Zeid 2011; Li et al. 2012), which

varies with height above the surface following a power

law Kh 5 Kq 5 K 5 bzn. The mean wind profile also

follows a power law:

u5 azm , (A5)

where n and m are constants, for which the values m 5
1/7 and n 5 12 m 5 6/7 are used (Brutsaert 1982; Stull

1988). On the other hand, a and b are formulated as

functions of the surface shear stress (represented by the

friction velocity u*) and the surface roughness length z0
following a 5 5.5u*/z

m
0 and b 5 5u*z

m
0 /5.5m (Yeh and

Brutsaert 1971b). Following Stull (1988), u* can be

calculated from the log law via u* 5 ku10/log(10/z0),

where u10 is the mean wind speed at the reference height

of 10m. Usually, z0 is linked to the urban canopy height

(e.g., Bou-Zeid et al. 2009) and is given the represen-

tative value of 1.25m in this study. Given a value of z0,

a and b only vary with the friction velocity u*, and thus

with u10.
The boundary conditions for Eqs. (A1)–(A5) are as

follow.

1) When x , 0, the surface is rural (indicated by the

subscript r):
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8><
>:

Tr 5Trs; qr 5 qrs 5brq*(Trs)

Rnr 5Hr 1LEr 1Gr 52cprK
›Tr

›z
2LyrK

›qr
›z

1Gr

z5 0, x, 0, (A6)

whereTrs and qrs are the surface temperature and the

surface specific humidity at the rural surface, respec-

tively, and q* is the saturated specific humidity and

thus is only a function of temperature. The ratio of the

surface specific humidity to the saturated one (qrs/q*)

represents the moisture availability at the surface,

which is denoted by the br parameter here. The net

radiation over the rural surface is Rnr 5 (SWin 2
SWout 1LWin 2LWout)r. It arises from the radiative

balance between the incoming shortwave radiation

(SWin), the outgoing shortwave radiation (SWout), the

incoming longwave radiation (LWin), and the outgoing

longwave radiation (LWout). Asmentioned in themain

text, the net radiation is partitioned into three parts:

the sensible heat flux H, the latent heat flux (LE),

and the ground heat flux G. The sensible and latent

heat fluxes are related to the vertical gradients

of air temperature and specific humidity via the

turbulent diffusivity K, while r is the air density

(51.2 kgm23), cp is the specific heat capacity of air

at constant pressure (J kg21 K21), and Ly is the la-

tent heat of vaporization of water (J kg21).

2) When 0 , x , xu, the surface is urban (indicated by

the subscript u), where xu is the size of the urban

patch. The boundary conditions for the urban zone

are then specified as

8>>>><
>>>>:

T5Tr(z) ; q5 qr(z) z. 0, x5 0

T5Tus; q5 qus 5buq*(Tus) z5 0, 0, x, xu

Rnu 5Hu 1LEu1Gu 52cprK
›T

›z
2LyrK

›q

›z
1Gu z5 0, 0, x, xu

, (A7)

where Tr and qr are the rural air temperature and the

rural air specific humidity, which are assumed to be

only functions of z (i.e., the incoming flow is in equi-

librium with the upstream rural surface conditions).

Similarly, Tus and qus are the surface temperature and

the surface specific humidity at the urban surface, re-

spectively, and bu indicates themoisture availability in

the urban areas. The net radiation over the urban

surface is Rnu5 (SWin 2SWout 1LWin2LWout)u.

3) When x . xu, the surface becomes rural again (this

would allow the investigation of the downwind im-

pact of urban areas, but we do not elaborate on this

impact in this study):

2cprK
›T

›z
5Hr and 2LyrK

›q

›z
5LEr

z5 0, x. xu . (A8)

After introducing the following dimensionless

variables,

u5
T2Tr

Tm 2Trs

, x5
q2 qr
qm 2qrs

, (A9)

j5 x/xu, and z5

�
a

bxu

�n z12n

(12 n)2n
, (A10)

where n5 (12 n)/(21m2 n) is a constant since it is

determined bym and n that we take as constants, the

representative temperature and specific humidity

scales for urban areas are Tm and qm, which will

cancel out later in the derivations and are thus not

important. The overbars are omitted for simplicity

and the governing equations become

›2x

›z2
2 z(122n)/n›x

›j
5 0 and

›2u

›z2
2 z(122n)/n›u

›j
5 0. (A11)

The boundary conditions become

8>>>>>>>>><
>>>>>>>>>:

u5 0; x5 0 z. 0, j5 0

c1
›u

›z
1 c2

›x

›z
1 c35 0 z5 0, 0, j, 1

x5 c4u1 c5 z5 0, 0, j, 1

›u

›z
5 0;

›x

›z
5 0 z5 0, j. 1

, (A12)

where the coefficients are
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c15 cprb

�
a

bxu

�n

(12 n)122n(Tm 2Trs),

c25Lyrb

�
a

bxu

�n

(12 n)122n(qm 2 qrs),

c35Rnu 2Rnr 2 (Gu 2Gr)

5 (Rnu 2Gu)2 (Rnr2Gr)5Qu 2Qr,

c45bu
(Tm 2Trs)

(qm2 qrs)

dq*

dT

����
T5T

rs

5bu

(Tm2Trs)

(qm 2 qrs)
a, and

c55
(buqrs*2 qrs)

(qm 2 qrs)
5

(bu/br 2 1)qrs
(qm 2 qrs)

, (A13)

where a5 (dq*/dT)jT5T
rs
is the derivative of the

saturated specific humidity with respect to air tem-

perature and is taken here as a constant (51.87 3
1023 K21) given the limited temperature range of

interest (Brutsaert 2005). The available energy is

Q (5Rn –G), which according to the surface energy

balance is equal to the sum of the sensible and latent

heat fluxes. The difference in the available energy

between urban and rural areas is Qu – Qr, which is

assumed to be constant in the derivations.

Solving Eq. (A11) with the boundary conditions spec-

ified in Eqs. (A12) and (A13) yields the urban tempera-

ture and specific humidity (Yeh and Brutsaert 1971a):

T2Tr

Tm 2Trs

52
c2c5

c11 c2c4

G(n,h)

G(n)
1

c3
c11 c2c4

n122n

G(12 n)

3 jnh(n21)/2e2hW2(11n)/2,n/2(2h) and

(A14)

q2 qr
qm2qrs

5
c1c5

c11c2c4

G(n,h)

G(n)
1

abuc3
c11c2c4

n122n

G(12 n)

3 jnh(n21)/2e2hW2(11n)/2,n/2(2h) , (A15)

where h5 n2z1/n/j and is only dependent on x and z, G
is the gamma function (the incomplete gamma func-

tion when it involves two arguments), and W is the

Whittaker function. Substituting c1, c2, c3, and c4 into

Eqs. (A14) and (A15) yields

T2Tr5(12bu/br)Trs
* f1(x, z)1g(u10)(Qu2Qr)f2(x, z)

(A16)

and

q2qr 52(12bu/br)qrs* f1(x, z)

1abug(u10)(Qu 2Qr)f2(x, z) , (A17)

where Trs* 5 qrs/(cp/Ly 1 abu) and qrs*5 qrs/(1 1
abuLy/cp). The quantity g(u10) is a positive function

that decreases with u10:

g(u10)5
1

r(cp 1abuLy)
an

bn21
(12 n)122n

n122n

G(12 n)
.

(A18)

Note that n and n are both constants and will not

change with heat wave conditions and thus g(u10)

depends only on a (which depends on u10) and

b (which depends on the turbulent diffusivity that in

this model is also directly related to u10). The func-

tions f1(x, z) and f2(x, z) are only dependent on lo-

cations x and z:

f1(x, z)5G(n,h)/G(n) and (A19)

f2(x, z)5 xnh(n21)/2e2hW2(11n)/2,n/2(2h) . (A20)

As can be seen from Eq. (A16), the difference between

the urban and rural temperatures depends on u10, bu/br,

and Qu – Qr. In this study, the size of the urban patch

xu is assumed to be 10km, representing Baltimore. The

value of qrs is chosen to be 0.010kgkg21 and br is set to

be 0.9. By varying u10, bu/br, and the available energy

differences based on Eq. (A16), the sensitivities of the

urban heat island effect to the prevailing wind speed, the

moisture availabilities, and the available energy differ-

ences are explored. Figure A1 shows a particular case in

which the values of u10, bu/br, and the available energy

differenceare takenas3ms21, 0.78Wm22, and50Wm22,

respectively. It can be seen that a thermal boundary layer

with hotter air temperatures develops over the urban

patch, consistentlywith the conceptual depiction inFig. 1.

FIG. A1. The growth of the urban thermal boundary layer over

an urbanpatchwith xu5 10km, zh5 1km,u105 3ms21,bu/br5 0.78,

and Qu – Qr 5 50Wm22.
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